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Abstract 

Online social games are becoming a significant component in today’s social media sites. The social networking sites environment 
has provided a platform for online games to develop and expand in the virtual medium. Users are now able to play games online,
compare scores, and challenge each other among many other things. Due to the diverse user demographics of social media sites, 
various motivations to playing social games emerge. The need for this present research was to answer the question whether the 
integration of social games within social networking sites and apps have increased the likelihood of playing those games. Therefore, 
the main objective of this research is to predict from the fact that will be used to decide whether to include games (Adventure, 
Fighting, Design\Art, Virtual Life…etc.) in the social media sites that still have not been implemented (such as Twitter, Tumblr, 
etc.). Also, we want to discover whether the inclusion of social games has improved the services offered by social sites and whether 
social gaming has effects on human behavior with regards to socializing and interacting with others. The aim of this study was to 
examine the relation between social media apps and games, and whether the former has increased users participation in online 
games. The primary setting for the quantitative method of research study was the online gamers regardless their age, gender, and 
interests. The data were collected by distributing an online survey, and were analyzed using WEKA data mining tool. Two popular 
classification algorithms were used to predict the answer of this research question.  The resulting data were compared and tested 
for their accuracy using different metrics. 
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1. Introduction 

Social media sites have grown increasingly popular in the last few decades. Initially they were created as tools 
utilized in communication and connecting people, but in the recent years they have evolved enormously. Recently, a 
new service has emerged with the addition of social online games (Adventure, Design and Art, Fighting, Virtual Life, 
etc.) to these sites. Many research papers are aimed to find ways to improve online games1, 2. Researchers are interested 
in using data mining techniques on users of social media sites to find out ways to improve the games themselves and 
the site which hosts the game3, 4. In this paper, we want to uncover the following, whether people are more eager to 
playing games because of the social element in social media sites (comparing scores, challenging each other, etc.), and 
what motivates them to play. 

The organization of the paper is as follows: Section 2 is a literature review that contains some related work that 
served as a reference for this study. In Section 3, we summarize the technique adapted to collect data necessary for 
this research. Section 4 presents the Data Mining Software Tool. In Section 5, we present the adapted Knowledge 
Discovery process. In section 6, we present the comparative analysis of different algorithms. Section 7 presents the 
Result Discussion and finally Section 8 presents the conclusion. 

2. Literature Review 

Few research papers were found that discuss the impact of social network sites on the behavior of the online gamers. 
Wender wrote a report entitled "Data Mining and Machine Learning with Computer Game Logs"3, in this report, he 
explains the process of using machine learning algorithms to discover new data patterns of human behaviors in online 
games so game developers can use this knowledge derived to create artificial players that act in a way similar to the 
humans. Ansari, Talreja, and Desai4 aimed in their research paper to analyze the online social games using association 
mining algorithms to provide the game designers with new data patterns that can help them in improving the design 
of online social games. In a research paper entitled "A Novel Approach for the Classification of Social Media Data 
using Decision Tree", the two authors Pillai and Oliver5 used Naive Bayes algorithms to analyze the social network 
data for tweeter since it becomes one of the most popular social network sites and therefore, it generated a huge 
number of tweets every day. After applying the Naive Bayes, the authors applied a decision tree algorithm on the same 
data set to check the accuracy of the results generated from applying the Naive Bayes algorithm. 

3. Dataset Description 

The dataset used in this paper is generated from the answers to an online survey that was created in Google Forms 
and distributed to a sample of 118 online gamers through the Email, Facebook, and WhatsApp. 68 responders are 
females and the rest 50 are males who have various interests and backgrounds. There are multivariate attributes that 
were generated from the ten questions of the online survey as specified in Table 1 of Appendix.  

The variables such as age and the time the respondent spent to play the games are of numeric type and their values 
are represented in ranges. The rest of the variables are of the type string. 

4. Data Mining Software Tool 

The mining tool that is used in this research is WEKA, which is a collection of machine learning algorithms that 
are used for mining the data6. This research depends on Weka tool for the following: 

Data pre-processing (data cleaning and reduction). 
Mining the data using classification algorithms. 
Evaluation of the model based on accuracy and the speed of the used algorithm. 
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5. Adapted Knowledge Discovery Process 

5.1. Data Cleaning 

Not all respondents responded to all of the survey questions, or provided inaccurate answers, especially in the 
questions that have the option 'other'. Some responders either left it blank or filled it with wrong value, which resulted 
in the dataset having many faults in attributes and missing values. To solve this issue and proceed with the research 
work flow, the missing values were replaced manually with the global constant “Unknown”, but the inaccurate values 
were replaced with the mode value (This value has been chosen by most of the responders). Another issue we faced 
in our data cleaning process was that WEKA did not accept all types of data, so we had to make our values nominal 
in the ARFF file in order to get more accurate results in WEKA 

5.2. Classification Algorithms 

Classification is one of the techniques that is used to predict categorical (discrete) data. In this research paper, two 
classification algorithms are applied to the data set which is the Random Forest and Neural Network algorithms. The 
class label is "TimeSpent" which indicates whether the time the users spent on social media sites increased, decreased, 
or remained the same with the addition of games on these sites which is the focus of this research. 

5.2.1. Random Forest Algorithm 

It is one of the most accurate classification algorithms that fall under the category of trees` algorithms. The main 
objective of applying this algorithm is to improve the prediction accuracy. It is called random forest because the idea 
behind this algorithm is to produce a group of de-correlated decision trees (de-correlation gives better accuracy 
because it is unusual for the same error to appear on different trees constructed from different samples). Each decision 
tree is constructed using different samples from original data set as shown in figure 1. 7

  

       

Fig. 1. How the samples are selected from the original dataset 

5.2.2. Neural Network Algorithm  

Also known as artificial neural network, neural networks algorithm is a highly connected information processing 
model inspired by the biological central nervous system. It consists of a large number of interconnected artificial 
neurons that exchange messages and process information in order to solve problems. Similar to our own nervous 
system, the neurons in a neural network are adaptive and engage in what is known as the learning phase. In this phase, 
neurons process internal and external information in the network, then change their structure or “learn” according to 
the obtained results.8
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Fig. 2. Basic structure of the Neural Network. 9

6. Comparative Analysis 

6.1. Result of Random Forest 

By applying this algorithm on the data set, Random forest of 100 trees were constructed and each considering 4 
random features. The percentage of correctly classified instances indicated the level of accuracy for the applied 
algorithm. Since the percentage is 97%, it can be proved that the result is accurate. The classification results are as 
following: 

Correctly Classified Instances        115   97.4576 %   
Incorrectly Classified Instances 3    2.5424 % 

Time taken to build the model is 0.06 s which indicated a high speed. The screenshot of the result below emphasized 
on the accuracy of each value of the class label: 

Fig. 3. Result from Applying Random Forest Algorithm 

The result shows that the "Same" value of the class label is the most accurate one. 

6.1.1. Evaluation methodology for Random Forest Algorithm 

The random forest algorithm was initially selected to be applied on the current paper, after a wide comparison 
between it and other classification algorithms used in a research paper entitled "Comparison on Performance of Data 
Mining Algorithms in Classification of Social Network Data".10 This research paper used social network data similar 
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to the data used in our social gaming research. The classification algorithms that used are K-Nearest Neighbor (KNN) 
Algorithm, ID3 (Iterative Dichotomiser 3) Algorithm, C4.5 Algorithm, and Rnd Tree (Random Forest). The error rate 
after applying each algorithm was generated as shown in the table 2 below: 

Table 1: Summary of the Results of Applying Different Decision tree Algorithms 10 

According to the table, it is clear that random forest algorithm is the most accurate since it has the least error rate. 
Because the random forest algorithm has been proven for its accuracy, hence it has been chosen to be applied on our 
dataset. 

6.2. Results for Neural Networks 

Using the classifier “Multilayer Perceptron” under Functions tap and applying it to the training set, we obtain the
following detailed results: 

Correctly Classified Instances     115     97.4576 %  
Incorrectly Classified Instances    3     2.5424 % 

The percentage of correctly classified instances indicated the level of accuracy for the applied algorithm. Since the 
percentage is 97%, it can be proved that the result is accurate. The time taken to build the model is 2.26 sec, which 
indicates that it is not as fast as compared to random forest tree algorithm. 

                 

Fig. 4. Result from Applying Neural Network Algorithm 

By examining the detailed screenshot above, we can conclude that the result with value “Same” generates the most 
accurate results. 
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6.2.1. Evaluation methodology for Neural Networks Algorithm 

The Neural Networks were also considered and implemented due to their accurate results. This argument we are 
proposing is supported by a research paper entitled “The Combination and Comparison of Neural Networks with 
Decision Trees for Wine Classification” 11. In this paper, the authors wanted to compare the performance of two 
different types of classification algorithms, J48 decision tree and neural networks, to see which one would yield the 
most accurate results. A summary of their findings is illustrated in Table 3. 

Table 2. Summary of the Results of Applying NN and DT on the same Dataset 11 

From the above results, we conclude that using neural networks for classification produces more accurate results 
than that of J48 decision tree algorithm. Hence we validated our results using Neural Networks and Random Forest 
Algorithm to obtain accurate results. 

7. Results Discussion 

After applying two of the most accurate classification algorithms which such as neural networks and the Random 
Forest algorithm on the same data set, we obtained exactly the same result which is 97%. The accuracy of these two 
algorithms have been proven to be higher than other classification algorithms when they were applied to datasets 
similar to this research dataset as it was shown in the sections 6.1.1 and 6.2.1. But there is a difference in the speed 
for building the model between the two algorithms. The neural network took more time to generate the result than the 
time taken by the decision tree. Hence, it is clearly evident that Random Forest algorithms provide more accurate 
results than Neural Network in terms of speed. 

8. Conclusion 

The main objective for this research was to study whether the social media sites have increased, decreased, or have 
no effect on the time the users spend playing online games. The data needed for this study were gathered by surveying 
people of different demographics. As stated above, Random Forest and Neural Networks which are regarded as two 
of the most famous and highly accurate classification algorithms were applied on the pre-processed, cleansed data set. 
The result we obtained was surprisingly contradictory to our initial assumption that social media increases the time 
spent playing online games. The actual result of analyzing the data showed that social media had no effect, be it 
positive or negative, on the time users spend playing online games. 
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Appendix A. Appendix A. Online Survey Dataset 

Table 3. Results of the Online Survey 

Sl.No Question Attribute Name Attribute Values Number of 
responders

1 You are Gender Male 50

Female 68

2 Age Age
<12 years old

2

12 - 19 years old
45

20 - 29 years old
67

>29 years old 4

3 What platform do 
you use to play 
video games?

Platform 
Video game 

consoles (PS, 

Xbox, Wii...etc.)

60

PC
31

Social media sites
24

Other
3

4 What type of 
games do you play?

GameType*
Adventure games

49

Virtual life games
22

Design/Art games
19
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Fighting/War 

games

39

Trivia games
14

Other 12

5 How many hours 
per day do you 
spend playing?

HoursPlayed
<1 hour

51

1 - 2 hours
31

2 - 3 hours
16

>3 hours 16

6 Do you think social 
media sites played 
a role in spreading 
these games?

SM-RoleInGames
Yes

62

No
10

To some extent 46

7 What social media 
sites did you use to 
find out about these 
games?

SocialMediaSite *
Facebook

60

Twitter
32

Instagram
34

Tumblr
8

Snapchat
17

Youtube
61

Other 7

8 Do you solely use 
social media sites 
to play games?

IsSoleUse
Yes

30

No 80

9 Has the time you 
spend on social 
media sites 
increased/decreased 
with the addition of 
games?

TimeSpent
Increased

35

Decreased
17

Stayed the same 66

10 What motivated 
you to start playing 
these games?

MotivatedToPlay
Friends/Family

93

Ads
13

Celebrities
5

Other 7

In Table 3, * indicates the responder may choose more than one value for this attribute.  


